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Abstract

The students of Universitas ‘Aisyiyah Yogyakarta have been increasing including the
number of students in the Faculty of Health Sciences. In 2016 the total number of
UNISA students was 1851. The increasing number of students every year leads to great
numbers of data stored in the university database. The data provide useful information
for the university to predict student graduation or student study period whether they
graduate on time with a study period of 4 years or late with a study period of more than
4 years. This can be processed by using a data mining technique that is the
classification technique. Data needed in the classification technique are data of
Students who have graduated as training data and data of students who are still
studying in the university as testing data. The training data were 501 records with 10
goals and the testing data were 428 records. Data mining process method used was the
Cross-Industry Standard Prosses for Data Mining (CRISPDM). The algorithms used in
this study were Naive Bayes, K-Nearest Neighbor (KNN) and Decision Tree. The three
algorithms were compared to see the accuracy by using Rapidminer software. Based on
the accuracy, it was found that the K-NN algorithm was the best in predicting student
graduation with an accuracy of 91.82%. The K-NN algorithm showed that 100% of the
students of Nursing study program of Universitas Aisyiyah Yogyakarta are predicted to
graduate on time.

Keywords: data mining, prediction, student, graduation, decicion tree, naive bayes,
K-NN

INTRODUCTION

Universitas Aisyiyah Yogyakarta (UNISA) is one of the private universities
in Yogyakarta. UNISA was established as Aisyiyah Midwife School in 1963 and
later became the Midwifery Academy and in 2016 ‘Aisyiyah STIKES was changed
into Universitas ‘Aisyiyah Yogyakarta. There are three faculties in UNISA namely
the Faculty of Health Sciences, the Faculty of Science and Technology and the
Faculty of Social and Humanities. The number of UNISA students increases from
year to year. In 2014 the total number of UNISA students was 1191 people. In 2015
the total number of students increased to 1294 people, and in 2016 the total number
of UNISA students was 1851. The number of students in the Faculty of Health
Sciences also increases every year.

The University has the student data including academic data and student
graduation data. The graduation data are included in the study program and university
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accreditation points. The on- time students' graduation data are important. Universitas
Aisyiyah does not have a predictive pattern for students who graduate on time later
used as the reference to predict the number of students who graduate on time.

In accordance with the academic regulation book of Universitas ‘Aisyiyah
Yogyakarta Health Sciences Academic Year 2017/2018, a regular Bachelor (S-1)
program is an academic education program after secondary education which has
144-160 credits scheduled for 8 semesters and at last 14 semesters.

One of the management systems in Universitas ‘Aisyiyah Yogyakarta is
Integrated Higher Education Management Information System (SIMPTT). The
SIMPTT processes data and information related to students including the semester
registration card (KRS) process, scheduling process, the lecture process, library
information, financial information and students’ biodata. So far, the data in SIMPTT
have not been used optimally. Data of hundreds to thousands of students can be
explored more deeply to be important information. To process these data, the data
mining technique is needed. Data mining is a process of finding interesting and
hidden patterns from a large collection of data stored in a database, data warehouse,
or other data storage area. Data will be processed into information. The ultimate
goal of data mining is to use the information to make efficient and right decisions
[1]. The data mining algorithms used are Naive Bayes, KNN (K-Nearest Neighbor)
and Decision Tree. The algorithm will be compared to the level of accuracy using
rapidminer software.

The purpose of this study is to determine the prediction of the study period of
the students of the Faculty of Health Sciences, Aisyiyah University Yogyakarta using
Naive Bayes, KNN and Decision Tree method and to determine the best algorithm
performance from the three algorithms to predict student graduation.

1.1. Data Mining

Data mining is a technique to explore hidden information to obtain more
benefits from the existing data [2]. According to Han and Kamber, the development
of data mining was prompted by large numbers of data that can actually be used to
produce useful information [3]. Data mining is known as Knowledge Discovery in.
Database (KDD). The stages in the use of data mining called KKD process are
shown in figurel.

Figure 1. Data Mining Stages
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1.2 CRISP-DM

CRISP-DM is a standard developed in 1996 by analysts from several
industries such as DaimlerChrysler, SPSS, and NCR as a problem-solving strategy of
a business or research unit [4]. CRISP DM is a standard data mining process as a
problem-solving strategy in general of a business or research unit. The stages of
CRISP-DM are illustrated in Figure 2.

Figure 2. Stages of CRIS-DM

1.3 KNN
A K-Nearest Neighbor algorithm is an algorithm whose learning is based on

examples where training data are stored so that the new classification can be
compared by taking the most similar records in training data [5]. Classification
method that classifies new data based on the distance of the new data to some of the
nearest data/neighbors. The following is the sequence of work processes of K-NN
[6]:

1) Determining the k parameter (the closest number of neighbors).

2) Calculate the square of the Euclidean distance of each object (training data) on

the given sample data.

d; = JE?:l(xzr: — xq1:07
> 1

= Sample Data
=2 = Test Data

i = “Yariable Data
A = Distance
P = Data Dimension.

3) Sort these objects into groups that have the smallest Euclidean distance.

4) Collect y categories (classes of the nearby objects) as many as k.
1.4 Naive Bayes
Naive Bayes is a simple probabilistic classification that calculates a set of
probabilities by summing up the frequency and combination of values from a given
dataset. The algorithm uses the Bayes theorem and assumes all independent or non-
interdependent attributes given by values in class variables [7]. The equation of Naive
Bayes is as follows [8].
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RESEARCH METHODS

The research method used was Cross Standard Industry Process for Data Mining
(CRISP- DM). CRISP-DM was developed in 1996 which aimed to be a standard data
mining application. The stages in CRISP-DM are as follow [10] [11]:

l.

Business Understanding

The purpose of the research was determined in this stage in detail in the business
scope or research unit. Subsequently, the translation and analysis of the objective and
the limitation of the study of data mining problems were conducted, and then a
strategy was prepared to achieve the objective of the study.

. Data Understanding

In this stage, the data were collected to be analyzed and investigated so that the initial
data pattern structure is known to obtain an overview of the initial knowledge that
was generated from data mining. Furthermore, the quality data was evaluated to
eliminate the data of missing value, duplication, and typography. If possible, a small
portion of the data group that contains the pattern of the problem was selected. In this
phase, the data were selected from the UNISA Nursing Study Program students and
the scope of the attributes needed for data mining.

. Data Preparation

Data preparation was performed in this stage by selecting cases and variables to be
analyzed in accordance with the analysis type to be carried out. The data were
examined whether there is a need for changes in some variables. It is expected that
the data would be ready and meet the criteria for modelling. The additional data or
other information that is possible to facilitate the data mining process was performed.
This stage allows optimization of attribute determination so that the attributes that
significantly improve the accuracy of data mining processes were obtained.

Modeling

Modeling involves situations and specification setting so that the data can be
processed by using planned data mining methods. The tools or coding using certain
programming languages were required to process the data mining by a computer
system by using Rapidminer. Rapidminer is an open source software. The modeling
used Naive Bayes, KNN and decision tree algorithms.

. Evaluation

To evaluate one or more models used in modeling to obtain quality and effectiveness
before used, to determine whether there is a model that meets the objectives, and to
evaluate and validate the performance (accuracy) of the three algorithms using ROC
matrix and curve configuration.
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5.1 Confusion matrix
Confusion matrix is a method used to evaluate and calculate accuracy in data
mining [12]. Confusion matrix defines the relationship between values
predicted by the model and actual values. The accuracy of the classification
results is calculated based on matrix performance [13]. Evaluation with
confusion matrix produces accuracy, precision and recall values. The
percentage of recorded data classified correctly after the test carried out at the
classification results is called accuracy. Precision or confidence is a positive
predictive value. Recall or sensitivity is the proportion of true positive cases
that are correctly predicted positively [14]. High precision and recall indicate
good predictions. The matrix configuration model is presented in Table 1.
Data warehouse, or other data storage area. Data will be processed into
information. The ultimate goal of data mining is to use the information to
make efficient and right decisions [1]. The data mining algorithms used are
Naive Bayes, KNN (K-Nearest Neighbor) and Decision Tree. The algorithm
will be compared to the level of accuracy using rapidminer software. The
purpose of this study is to determine the prediction of the study period of the
students of the Faculty of Health Sciences, Aisyiyah University Yogyakarta
using Naive Bayes, KNN and Decision Tree method and to determine the best

algorithm performance from the three algorithms to predict student graduation.
Table 1. Confusion Matrix

Prediction
Actual — -
Positive Negative
Positive True Positive (TP) True Negative (TN)
Negative False Positive (FP) False Negative (FN)

5.1.1 ROC curve
The method that calculates area under the ROC curve is called AUC (Area
Under the ROC Curve). AUC is defined as probability [9]. Confusion
matrix is expressed through the ROC curve. The AUC classification is

described in Table 2.
Table 2. Klasifikasi AUC
Performance AUC Classification

0,5-0,6 Failure

0,6-0,7 Poor classification
0,7-0,8 Fair calssification
0,8-0,9 Good clasiification
0,9-1,0 Excellent classification

6. Deployment (Deployement)
A deployment is the use of the resulted model namely a series of methods and
representative data that have been processed so as to provide optimal information to
interested parties [15]. A deployment in a simple scope is the use of the end result of
data mining, for example: report of process result using data mining for student
graduation prediction.
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RESULTS AND DISCUSSION
1. Business Understanding
The first step in CRISP-DM was understanding the business or research objectives to
know the prediction of the study period of Faculty of Health students of Universitas
Aisyiyah. The results of this prediction were used as the bases of decision making.
2. Data Understanding
The research data were taken from the Data and Information System Center of
Universitas Aisyiyah Yogyakarta in the form of excel 1231. The file consisted of the
data of students who have graduated and who are still studying. The training data
were the students who have graduated from 2012 to 2018, while the testing data were
428 students who are still studying.
3. Data Preparation
Data preparation includes all activities to develop student datasets applied to the
modeling tools, started by identifying initial raw data to the data mining process.
The initial data were 1231 records consisted of 18 attributes, in the form of number,
student’s number, full name, gender, institution of origin, province of origin, district
of origin, number of credits, final GPA, study program, test path, starting date of
college, date of graduation, graduation year, month of study, year of study, length of
study, activity. The data were selected into 10 attributes, namely number, student’s
number, full name, gender, school of origin, area of origin, number of credits, GPA,
test path, length of study. Either Yes or No was to answer the length of study. A
Yes is a student who graduates on time who spends less than or equal to four years
to graduate. No is a student who graduates late who spends more than four years to
graduate. After data selection was performed, data cleaning was carried out to clear
data from noise or missing values. There were 730 data of anvullent nursing study
program and missing values so that the final data used were 501.

£ B ¥ ¥ B - i i =
L mEvabsagop EAREEUTER A5 STEDHAH BN D&EREH [Lelo sl L ET TR PR E |
3 AECETH RETHD DEWR » TRALY | EFSAMWEEN BLMAA  Frop e Timwe My ain TAL YES
3 - AFHVLAN EHATRLM THORE] 1L RSN 1LY Frop. e 1engsh a7 a: e ¥ES
£ ALAW VENER 1 LR WOERE S CIALAE Frop e Tenged b1 B T ] L i3]
Y AMEBRTESE HUERY IO 3 8 AN | TEWDN EULCM PROE Frop. 1) vagpskaria W Al £ F159
b ATTA WML R ? WA | TR Bk HiOd TE Frop Peas TeaggersBael 17 LDA s YES
1 ARNNA TN B i | RNTELD LD P en. D) ragpekinia Ml Lsa £ Lis]
N diiweilel R o il R Sl | TR AT Prop [, vagyskans Lk iR1] ToE ki)
T AR O N L TTIAD il | ETE) G AT | PTDR. Kl erartar. faral Wy aM THk ¥E§
I ARTR Pl ki Wil KESEHATRN VARSI WAT Prop. Pase Tengpars Baral 7 300 Tég WES
11 ANLAS Tiby] SARAY WAT B SR | CARBRG AR AT FDp S Tergal Wy a4 Pl ¥ES
IT AGER PN AT L Tl WA ELTOWS R o S Terggal 47 =1 L] TEk. ¥E
13 ASTAID GREATAKI ARDARDE 7 SR AR YA H &P Frop 1L Pogyskens w in Fllls ¥ES
14 BhGLETETYAA | SIA L AR B RS Frop S Temgad 4y a3 Fltd YES
1% DiAN AN EAPUTRD | SRR | ERRENGITD BN Prop. 0. foagakans o oan TPL YEE
16 - Duk] FEMTIELT] &5l LER P SWAN L SEVERER SLEWAN  Prop. O Fogpekeria My 3in TRE YES
1T DW PUFRAT F TN T WUARD A VE Frop. O dskari my zn THL YES
Ll EFLR0E FEAMETALAR] B TRALY L ERAERGRNCEE AT Frop s T et Hr aM ol YES
IS HLM HENEES ¥ S PR | DERFALAE Frop. Bl My 2 FulTa ¥ES
0 WL R, D) i freene L WA | LR DLALAR  Biop e Tenged jay  an fae ¥ES
TP A AT £ Wl N PUIRTRED Fyop Jaw Tenget W AN 1B e
IF i S A WLl Sttty | BT wa b KL0n -brop. [ ragyskena (T E Y | sty L]
I TG TITEAA £ it M RMRLACH T ) RO By [, Vagpahatis Wl &m £ Li41
P L%k STk E Tt | BTk o e Tergsh LRl L5 T L]
IS amnakl WEF ALRTTE] Sindih BAECH Mk P [LL Pagyabants 7 An THR L1351
B deFrl il E Ahdn CESF AT PP AT Trop Pasa Tenggaes Rargt 0 L+ TEA ViR
IT WNEETA FITHS WULANTAERL F SR TG YO BURANTE Fop. Sufnanels Slatar T ER P ] Ta, YES i
LR .q_.ﬂ... L FEE. & L] =
== 5. W T o |

Figure 3. Data used in the study
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4. Modeling
The study used rapidminer software. The algorithms used were naive bayes, K-NN
and Decision trees.
a. Naive Bayes
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Figure 4. Naive Bayes algorithm on rapidminer
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Figure S. KNN algorithm on rapidminer
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c. Decision Tree
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Figure 6. Decision Tree Algorithm on Rapidminer

From the modeling results obtained the following accuracy:

Table 3. Comparison of accuracy
K-NN
91,82%

Decision Tree
88,82%

Naive Bayes
82,62%
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Figure 7. Prediction results using the KNN algorithm

The graduation prediction result of the semester 2 until semester 10 students of
faculty of health, nursing study program, Universitas Aisyiyah selected randomly
were 100% graduated on time

5. Evaluation
Evaluation used matrix and ROC curve configuration. The comparison of
evaluations for each algorithm is shown in Table 4.

Table 4. Comparative Evaluation

Naive Bayes KNN Decision Tree
Presisi 46,01% 90,98% 87,07%
Recall 60,89% 53,25% 33,39&
AUC 0,845 0,899 0,77

Based on tables 3 and 4, it is obtained that the best accuracy is generated by
the KNN algorithm with 91.82%, followed by the Decision tree algorithm with
88.82% and the last Naive Bayes with 82.62%. At the evaluation stage, the highest
value of precision, recall and AUC was resulted by the KNN algorithm. The higher
the value of precision, recall and AUC, the better the classification. The ROC curve
comparison test using the rapidminer framework is shown in Figure 8.
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Figure 8. ROC curve comparison test model on rapidminer
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The comparison result of the ROC curve is shown in figure 9. It is seen in the
figure that KNN curve illustrated in blue line has the highest AUC value.

#! ROC Comparisan |_} Amaisises ol |

v
Figure 9. Comparative results of the ROC curve test

6. Deployment

The deployment was the final staage in making reports on data mining activities.
The final report contained the knowledge gained or pattern recognition on the data
in the data mining process. Based on the research conducted, a new pattern,
information, and knowledge were produced in the data mining process to classify
student graduation based on the data taken from the students of the Faculty of
Health Sciences, Aisyiyah University, Yogyakarta. A new pattern, information, and
knowledge were developed in accordance with the purpose of data mining, namely
data mining calculation patterns that contain training data and testing data and
search for the probability of each attribute based on the training data and testing
data to produce new information.

The result of the study showed that, based on the data, more students graduated on
time than those who late. To test the accuracy level, Rapidminer was used as a tool in
the process of testing the accuracy of the classification. It shows that the K-NN
algorithm was more accurate than the Naive Bayes and decision trees. The prediction
using data testing with KNN algorithm found that the students majoring in nursing were
100% graduated on time.

CONCLUSION
The conclusions of the study are:
1. More students of Faculty of Health Sciences graduated on time than those who
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graduated later.

2. The algorithm comparison shows that the K-NN algorithm is more accurate to
predict student graduation compared to Naive Bayes and decision tree that is
91.82%.

3. The result of K-NN algorithm prediction shows that the students majoring in
nursing were 100% graduated on time. The data taken were random data of students
who are still studying in the university.

Suggestions for further research are:
1. Adding attributes and number of datasets.
2. Using different algorithms to test student datasets to compare the best algorithms.
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